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ABSTRACT: 

This deliverable is the second of a two part iteration deliverable (following up D4.3.1) that describes 
the data protection, data security and intellectual property rights framework developed for the CHIC 
project. It also builds on the other previous legal ethical deliverables ï D4.1, D4.2, and D4.4, in 
showing the concrete legal, organisational and technical measures put in place to safeguard the 
medical data used for the project, now with particular reference to the CHIC project validation and 
exploitation phases. The measures include patient consent, data protection agreements to be 
concluded between project partners and other validating users, and a dedicated data security 
framework protecting the data repositories and flows during validation. Also considered is the 
required certification of in silico models under the medical devices regime. 

Regarding copyright issues, an analysis is made of the protection potentially available in the project, 
which takes account of the specific contributions of relevant parties. Also, to support the developing 
parties with making their license choices and to mitigate the potential license incompatibility risks, the 
software components and models in CHIC are analysed on the subject of license incompatibility 
issues and the results presented in a software licensing report  
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1 Executive Summary 

The CHIC project aims at developing cutting edge ICT tools, services and secure 
infrastructure to foster the development of elaborate and reusable integrative models 
(hypermodels) in the field of cancer diagnosis and treatment, as well as larger repositories so 
as to demonstrate benefits of having both the multiscale data and the corresponding models 
readily available in the VPH domain. In the course of developing these tools, both 
retrospective and prospective patient data are being used to test these models as well as 
validate them. In Deliverable D4.3.1 (submitted at PM14 in May 2014), the legal and ethical 
framework for the processing of this data was implemented in the form of a set of contracts, 
establishing a closed ónetwork of trustô between the project partners, backed up by secure 
de-identification and technical safeguards for data entering and stored within the project 
infrastructure, administered by the projectôs data security partner. The present deliverable, 
which provides the second iteration of that framework, adds to it by supplying the legal and 
ethical basis to allow clinicians (including potentially ones not previously involved in the 
project) to begin early validation in the context of clinical care of the usability of the models 
and utility of the predictions they provide, subject to the fully informed consent of the patients 
concerned and the obtaining of appropriate ethics committee approval. In this regard it also 
takes account of the impending changes in the European data protection framework 
signalled by the adoption of the General Data Protection Regulation 2016/679 (due to enter 
force in May 2018). 

In the second place, this deliverable provides a follow-up analysis, to that of Deliverable 
D4.3.1, of the copyright framework relating to the development of the CHIC models and 
tools. Here we examine relevant copyright and IPR aspects that have particular implications 
for the transition of the project into the exploitation stage. Exploitable software outcomes of 
CHIC are identified and suitable licensing options are suggested, both for the CHIC 
components, repository architectures, models and hyper-models, and for CHIC integrative 
platform as a whole. Further, we analyse the protectability of the CHIC repositories by sui 
generis database rights and the scope of such protection, as well as alternative options of 
protecting the clinical data in CHIC by IP rights and contractual mechanisms. To address 
potential license incompatibility issues, software component and model dependencies are 
analysed and presented in the CHIC software licensing report          
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2 Introduction 

This document describes the data protection, data security and IPR framework developed for 
the CHIC project. It is the second of a two part iteration deliverable (the first being deliverable 
D4.3.1) that outlines the concrete data protection and copyright framework. It also builds on 
the other previous legal ethical deliverables ï D4.1, D4.2, and D4.4, in showing the concrete 
legal, organisational and technical measures put in place to safeguard the medical data used 
for the project, now with particular reference to the CHIC project validation and exploitation 
phases. Crucially, at this second iteration stage, where clinicians will deploy the models (and 
compare the outcomes they predict with real patient progress) the relevant clinicians will be 
processing the identifiable personal data of their patients. This contrasts with the use of 
clinical data in the model-building phase during the project, in which data was securely de-
identified prior to its use in the course of developing the models to begin with.  

Accordingly it will be essential, from both a legal and ethical point of view, for the clinician to 
obtain the patientôs fully informed and explicit consent to the use of the patientôs data for this 
purpose; here the deliverable includes a draft patient information sheet and consent for the 
clinician to use. In addition, provision is made for the new data and information generated by 
the validation process itself to be fed back (in securely de-identified form) to the modelling 
partners to use in further developing and refining the models. This aspect will be addressed 
by continued reliance on binding data protection agreements between the relevant project 
partners, backed up by the data security framework to protect the data repositories and flows 
during validation.  

This document further describes the data de-identification process as performed over the life 
time of the project. This includes an overview of all datasets de-identified within the projectôs 
scope and uploaded to the CHIC clinical data repository, as well as an abstract description of 
how those data sets have been de-identified. The report does not go into granular details of 
the de-identification processes as this would be an infringement of the data protection 
framework as defined by the project and described in D.4.3.1. 

Regarding IPR and copyright issues, the present analysis builds upon that offered in 
Deliverable D4.3.1, and presents guidelines for the transition of the project into the 
exploitation stage. This includes identification of exploitable software outcomes of CHIC and 
analysis of licensing options, for the CHIC components, repository architectures, models and 
hyper-models, and the CHIC integrative platform as a whole. To support the developing 
parties with making their license choices and to mitigate the potential license incompatibility 
risks, the software components and models in CHIC are analysed in relation to potential 
license incompatibility issues and the results presented in the software licensing report 
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3 Structure 

The deliverable describes the second iteration of the data protection and copyright 
framework of the CHIC project. It is divided into two broad parts. The first part consists of 
chapters 4 and 5, and presents the data protection de-identification framework, as revised so 
as to accommodate the clinical validation of the models by clinicians using personal patient 
data. Here the legal and organisational measures required to allow for use of prospective 
patient data by the clinicians and subsequently (in securely de-identified form) by the 
modellers as part of project exploitation are detailed. Compared to the model design phase, 
covered in the first iteration, which relied upon retrospective, de-identified clinical data, the 
clinician will make use of the patient data in the context of a direct clinical care relationship, 
where the need for clear understanding by the relevant patients of what this entails for their 
treatment is legally and ethically imperative.  

Accordingly, besides the ongoing need for data protection agreements to safeguard the 
transfer of data to the CHIC platform infrastructure, a model patient information sheet and 
consent form to be used by the clinicians has been drafted and is annexed to the deliverable 
in Appendix 2. In this regard, it will be important to distinguish interactions between the 
clinician and the patient that would fall under the rubric of ordinary clinical care and those 
where the basis for a given action by the clinician (including the use and/or transfer of data 
collected from the patient) lies in the project exploitation and research. The technical de-
identification measures that have been equally essential for the proper and effective 
functioning of the data protection framework (and will continue to be so during model 
validation and exploitation) are then elaborated in Chapter 5.  

The second main part of the deliverable, chapter 6, describes the copyright framework of the 
project. This expands upon the analysis presented in Deliverable D4.3.1, by presenting 
guidelines for transition of the project into the exploitation stage. This includes the 
identification of exploitable software outcomes of CHIC and analysis of suitable licensing 
options, for the CHIC components, repository architectures, models and hyper-models, as 
well as for CHIC integrative platform as a whole. 

At the end of the document, in Appendices 2-6, the model patient information sheet and 
consent and the draft second iteration data protection agreements are then presented, 
together with the CHIC software licensing report. 
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4. CHIC Data Protection Framework ï Second Iteration 

4.1 Background  

As set out in Deliverable D4.3.1, the CHIC first iteration framework was designed to ensure 
the secure, legal and ethical use of retrospective patient data for the purpose of building and 
developing the models and hypermodels in accordance with the project aims. Following this 
approach, the project has made use of retrospective patient data on the four different 
cancers under study (Wilms tumour, Glioblastoma multiforme, prostate cancer, and non 
small cell lung cancer, which have been undergoing processing within the CHIC 
environment. The data in question has included clinical data, imaging data, molecular data, 
metadata, annotations, added semantic information to data and model / hypermodel 
configuration parameters.3 

An important feature of such data use, which served as a starting point for the data 
protection framework, was that the modellers did not require data in identifiable form in order 
to develop the models; rather the models seek to generalise from multiple patient datasets by 
associating anonymous data values and patient outcomes in order to identify the algorithms 
informing future model interactions and predictions. In line with the principle of ódata 
minimisationô contained in the Data Protection Directive 95/46/EC (and reaffirmed in the new 
General Data Protection Regulation 2016/6794), according to which data should be 
processed so far as is possible ï compatibly with the processing purpose ï in non-personal 
form, the first iteration framework provided for rigorous and secure de-identification of all 
data. Here the CHIC project has made use of a tried and trusted approach, which had 
previously been successfully deployed in a number of other EU projects, where it was also 
important to work with real clinical data after setting up the platform, namely ACGT, P-
Medicine, and EURECA.  

The basic assumption of the relevant data protection framework is that the best way to 
safeguard patientsô rights would be achieved, if only anonymous data were processed in the 
project. At the same time, as discussed in Deliverable D4.3.1, it was recognised that ï even 
after the removal of the more obvious patient identifiers ï the absolute anonymity of clinical 
patient level data (as opposed to purely statistical data) cannot be guaranteed due to the fact 
that rare (and potentially individuating) values may need to be retained in the datasets to 
meet the needs of the project.  

The framework in question incorporates secure technical, organisational and legal measures 
to so far as possible eradicate risks to the privacy and/or autonomy interests of relevant 
patient subjects, and which consists in three core ópillarsô. In the first place a set of contracts 
have been concluded between the project partners and the Center for Data Protection (CDP) 
a legal entity representing the consortium, providing amongst others data protection policies, 
clauses on liability, in case data is unlawfully matched or disclosed, as well as provisions to 
ensure the safe disposal of data once it is no longer required for the purposes of the Project. 
Secondly, this has been backed up by a security infrastructure, including dedicated de-
identification software (CAT) and user-identification and authentication services. These 
measures together aim to ensure that re-identification of the retrospective patient data in the 
project is not possible with means likely reasonably to be used with respect to time, expense 
and labour. Thirdly, and in order to ensure the project proceeds in full compliance with 
external data protection and ethical requirements, the clinical partners providing data to the 
project (USAAR, UNITO, KU Leuven) obligated themselves, as a term of the agreements 
under which they provided the data, to ensure they had obtained the relevant ethics 

                                                      
3
 See the Description of Work (DOW) Part B, pp. 5-8. 

4
 Official Journal 4.5.2016 L119/1; enacted 27 April 2016 and due to enter force on 25 May 2018; the text of the 

Regulation is available at: [http://ec.europa.eu/justice/data-protection/reform/files/regulation_oj_en.pdf]. 
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committee approval to do so. This was important as the use of the data for CHIC involves 
further processing purposes to those (treatment and/or different specified research projects) 
for which the patient originally consented to the collection of their data. 

As noted, the above agreements were designed to take care of the model development 
phase of the project, and will operate within a closed community of researchers. At the 
present stage (M42) of the project, though, and as foreseen in the description of work, a new 
second iteration framework is needed. In particular, this must take account of the fact that, in 
order to start to validate the models and hypermodels being developed in the project, and for 
their exploitation, clinicians will process the identifiable personal data of their patients when 
they deploy the models (and compare the outcomes they predict with real patient progress).  

An additional aspect is that, whereas previously the processing of data in the project involved 
a closed set of clinical users (from project partner institutions) it is desirable, during the 
validation and exploitation phase, for the infrastructure to be open to external clinicians, who 
would want to get some treatment predictions based on the developed models and 
hypermodels. Accordingly, new service level agreements are required for such external 
users, who would upload data into the CHIC infrastructure, and be responsible for obtaining 
the consent of the data subjects or any other approval that may be required in that case. For 
its part the CHIC infrastructure will maintain the technical, organisational and security 
features that have been embedded into the design of the system to protect data. A final point 
is that, as noted above, the existing data protection legislation (EU Directive 95/46/EC) is due 
to be replaced in May 2018 by the General Data Protection Regulation 2016/679 (óGDPRô), 
raising the question (previously touched on in Deliverable D4.45) of how the new provisions 
may affect the ongoing future use of patient data in validating in silico models.  

4.2 Further considerations arising during CHIC model validation 

phase  

The projected manner in which the CHIC models and hypermodels will be deployed by 
clinicians for the purposes of user-testing and validation has been detailed in Deliverable 
D2.5. As noted there, a major concern of the project at this stage is to demonstrate the 
clinical relevance of the developed hypermodels and how they will and can be used beyond 
the lifetime of the project. Within the CRAF platform environment described in the document, 
the clinicians will act as drivers in an iterative process ï featuring feedback loops between 
them  and the modellers ï to ensure the resulting models are adequately user-friendly (from 
the perspective of an average experienced clinical oncologist) and also that they show prima 
facie ability to provide clinicians with information for optimising treatment of their patients (as 
summarised in the clinical questions per cancer-type in deliverable D2.5), so as to offer an 
advance over existing standard treatment approaches. 

As regards the use of patient data, there will, as already mentioned, be an important 
difference at this stage compared to the earlier use of data when building the models. At that 
point, the modeller partners were using retrospective de-identified/anonymous data of 
patients to construct the algorithms to be used by the models. Some preliminary validation of 
the models will be done by the modelers, still using anonymous and retrospective data. This 
is in accord with standard data analytical procedure (involving the use of hold-out datasets, 
etc). However, for further validation purposes, and at the point at which clinicians in CHIC are 
involved, individual prospective patient data will be used: here the target value of interest: 
e.g. tumour shrinkage post-chemotherapy) is as yet unknown; the question is how well the 
models (based on algorithms generated by mapping associations between data at diagnosis 
and treatment outcome in the retrospective patient datasets) can predict what will likely 
happen in new prospective patients (for whom ex hypothesi only the data at diagnosis is 
available). 

                                                      
5
 CHIC Deliverable D4.4 (March 2016), part 4.4. 
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For these purposes, it is envisaged that the clinician will interact with newly diagnosed 
patients and process their data in accordance with the following steps: 

(i) Clinician with new patient uploads data at diagnosis (for nephroblastoma, GBM, 
NSCLC, the relevant data goes to ObTiMA; in case of prostate cancer, to the 
Eureka1/2 database) for curation/pre-processing; 

(ii) Subsequently the patient data is transferred via the CHIC clinical research application 
framework (CRAF) to the CHIC clinical data repository; 

(iii)  Clinician then selects a suitable model within the CRAF to use for that patient 
(depending on the patient cancer-type and available data); on pressing the 
command órunô, the system executes the model populated with the patient data to 
generate a prediction (e.g. ñchemotherapy will achieve 20% tumor reductionò);  

(iv) The model prediction is placed (together with metadata relating to the execution of 
the model) in the CHIC in silico trial repository, where the clinician is able to view it. 

Subsequently (v), the clinician may, once the real patient outcome is known, transfer this 
information together with the outcome predicted by the model to the CHIC research domain; 
the modelers would be able to access this data (in securely de-identified form) in order to 
check how the model has performed (how far does the predicted outcome accord with the 
real outcome?) and adapt and make refinements to the model based on this.   

The flow of patient data that occurs between the clinician, the CHIC infrastructure, and the 
modelers is represented schematically in Figure 1 below: 

 

Figure 1:  Data Use in CHIC Model Validation Phase 

 

Here, in terms of characterizing the data-flows, the initial transfer of data from the clinician to 
the CHIC infrastructure (steps (i) and (ii)) make up T1; step (iii) comprises an internal data 
processing operation within the CHIC infrastructure, but step (iv), when the clinician 
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accesses new information about the patient in the in silico trial repository, viz. the patient 
outcome predicted by the model, represents in effect a data transfer back from the CHIC 
infrastructure to the clinician (T2); later, where the clinician sends the predicted and real 
outcomes to the research domain, this amounts to a further transfer (T3) to the CHIC 
infrastructure; finally, when the modelers access the latter data to use for refining the model, 
this constitutes a data transfer (T4) from the infrastructure to the modelers. 

The legal conditions for implementing this validation process will be addressed in the ensuing 
subparts of this Chapter. However, it is pertinent to mention a number of further points here 
to clarify and anticipate that discussion. First, as shown in the diagram, at T0, prior to 
transferring the data, it is essential that the clinician should have obtained the patientôs 
consent to the data processing in question. This aspect, and the matters on which the patient 
should be informed when providing such consent, are looked at in part 4.3.1 below. Second, 
and in line with the legal principle of data minimization discussed in part 4.1 above, the data 
needs to be in a different form when processed by the clinician in the course of treating the 
patient (T1 and T2), as opposed to when it is later uploaded by the clinician to the research 
domain for use by the modelers (T3 and T4).  

More specifically, the data will be single-pseudonymised when uploaded and stored in 
clinical data repository, where the clinician is able to access it; following execution of the 
model, the prediction for the patient will be placed at T2 in the in silico trial repository, in the 
same single-pseudonymised form (ñPrediction for Patient XW567: 20% tumour reductionò), 
for the clinician to view. It is important to emphasize that only the clinician will have access to 
this data (and for his own patients only), so as to be able to compare what the model predicts 
concerning the particular patient (in his care) with his observations as to what actually 
occurs. Moreover, in the hands of the clinician, the data is protected by the latterôs strong 
fiduciary duty of confidentiality. By contrast, at T3, when the clinician transfers the data, plus 
the actual patient outcome, to the research domain for the modelers to access and use (T4), 
the data will (when passing through the CHIC security infrastructure) be subject to double-
pseudonymisation plus other de-identification measures in the same way as the retrospective 
data used earlier for building the models. This reflects the fact that (unlike the treating 
clinician) there is no justification for the modelers to be able to link the data to any individual 
patient; they need simply to know how far the model, run in a given manner (recorded in the 
metadata), generated a predicted outcome divergent from the actual outcome.  

Two final, inter-linked issues relate to the manner in which the clinicians at T2 will be using 
the model, and how far this may be subject to other (non-data protection related) regulatory 
oversight. First, at this stage, it is clearly not envisaged that a clinician, who receives a model 
prediction for his patient, would rely on this when deciding what treatment to actually give the 
patient. It is evident that to do so, at a point when the accuracy of the models has ex 
hypothesi yet to be tested, would be unethical risk-taking and indeed amount to clinical 
malpractice. Rather, the clinicianôs role will simply be to use the model (to ascertain user-
friendliness) and observe and feed back the modelôs success-rate to the CHIC infrastructure, 
as described at T3. Nonetheless, given the possible risk of unconscious reliance, it is in our 
view desirable that the clinician should (in addition to patient consent) also obtain ethics 
committee approval. Secondly, a question arises as to the applicability already at this point of 
the medical device regime for certifying medical products (including stand-alone software 
systems) for marketability. Both of these issues are considered further under 4.3.3 below.     

 

4.3 Patient/Proxy Consent 

The expectation is that in every case the clinician and/or hospital institution will obtain the 
patientôs (or his or her legal proxyôs) informed consent to take part in the validation of the 
CHIC models and hypermodels. Here, the assumption is that such participation will not 
involve any additional physical procedures or interactions (such as extra collection of data or 
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samples), to those the patient will undergo in any event, either as part of the standard 
therapy or (where the patient is enrolled in a clinical trial following diagnosis of their 
condition) as part of that trial. It follows that the implications for the patient of agreeing (at 
same time) to take part in the CHIC validation relate solely to the additional processing of 
their data (collected in any event) required for that purpose.  

Nevertheless, as discussed in detail in deliverable D4.1,6 what is at issue here is the 
processing of highly sensitive personal data, with significant potential risks for the patientôs 
privacy and autonomy. Here both ethical guidance, deriving from the need to protect the 
patientôs fundamental interests,7 and data protection law are clear that, wherever practical, 
the patient needs to consent to the relevant data processing. Indeed, in the case of sensitive 
health data processing, Directive 95/46/EC imposes a requirement for the consent to be both 
explicit and specific.8 According to the Article 29 Working Party (set up under the Directive) 
óspecificô should be read as entailing a detailed understanding on the patientôs part of the 
concrete situation in which his or her data will be used.9 Under the forthcoming General Data 
Protection Regulation, it seems certain that the conditions will be similarly interpreted.10 

A Model Patient Information Sheet and Consent Form has been drafted for this purpose, and 
is included in Appendix 2 of this Deliverable. In our view this document would serve to inform 
patients sufficiently in legal and ethical terms of the relevant implications (including possible 
risks) of such a step to give valid informed consent to the processing of their data for 
validating the CHIC models. Importantly, the consent form distinguishes between two main 
stages at which data is processed, as these are in principle distinct: first, as discussed in part 
4.2 above, the data is processed principally by the clinician, when transferring the data to 
CHIC clinical data repository, executing a model, and accessing the predicted outcome 
information in the CHIC in silico trial repository (T1 and T2); subsequently, as we saw, the 
plan is for the clinician to feed this data, now in securely de-identified form, into the CHIC 
research domain for the modelers to utilize (T3 and T4).  

Nonetheless, it is possible that a patient, while happy for his or her clinician to see and use 
the data, may not be comfortable with the further use of the data by the modelers for 
extended purposes. Accordingly, the patient is given the option to consent to (or decline) the 
second main stage of processing. A further point is that in some cases, notably those where 
the data of child patients is used for clinically validating the nephroblastoma models, the 
patient will be legally incapable of giving consent. In such a case, consent may (and must) be 
provided by the patientôs legal guardian (usually a parent) acting as a proxy,11 and the 
consent form has accordingly been designed to allow for this. 

4.4 Contractual framework between clinicians, CHIC infrastructure, 
and modelers 

As explained in part 4.1 above, the legal and organisation component of the CHIC data 
protection framework in its first iteration has been founded on three mutually supporting 
contractual agreements: the CHIC Data Provider Agreement, signed by the clinical project 
partners providing patient data to the CHIC infrastructure; the CHIC End User Agreement, 
signed by the technical modelling partners, accessing and processing the data within CHIC; 
and the CHIC Trusted Third Party (TTP) Agreement, signed by the data security provider 

                                                      
6
 Deliverable D4.1, Initial analysis of the ethical and legal requirements for the sharing of data (September 

2013), sections 5.2.2 and 6.2. 
7
 See e.g. the WMA Declaration of Helsinki (2013 revision), article 26. 

8
 Directive 95/46/EC, articles 8(2)(a) and 2(h). This will be maintained by the GDPR, articles 4(11) and 9(2)(a). 

9
 See http://ec.europa.eu/justice/policies/privacy/docs/wpdocs/2007/wp131_en.pdf, at 8; see also the Art 29 
²ƻǊƪƛƴƎ tŀǊǘȅΩǎ нлмм ƻǇƛƴƛƻƴ ƻƴ the definition of consent (15/2011; WP187), at 25 ff. 
10

 The GDPR in article 4(11) adopts identical language to the Directive, when defining consent. 
11

 See the WMA Declaration of Helsinki (2013 revision), article 28. 
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(the projectôs data security partner, Custodix) acting as trusted third party. The other party to 
these respective contracts is the Center for Data Protection (CDP); the latter operates as the 
central data controller for the project, ensuring compliance with the data protection and 
security framework established for the project. The utilization of the CDP in this way has (as 
it did in earlier related EU projects, notably ACGT and P-Medicine12) solved the need for a 
legal body in lieu of the consortium, with the capability of concluding binding data protection 
contracts.  

As discussed in Deliverable D4.3.1,13 the underlying rationale for these contracts is to create 
a closed user community (ónetwork of trustô) in which the various parties enter into explicit 
reciprocal obligations to each other concerning their respective spheres of responsibility for 
the lawful and secure use of clinical data within the project: thus data providers take clear 
responsibility vis a vis the data users as to the prior conditions (such as patient consent, and 
initial pseudonymisation) permitting data transfer to the project, whereas the technical 
partners in return agree to handle the data at all times in a safe and secure way and for the 
specific and limited purposes countenanced by the project. 

In terms of the validation of the models that will now occur, a similar contractual framework is 
equally indicated and will be utilised. Indeed, as described in part 4.1, some of the data flows 
at this stage will remain functionally equivalent to those that occurred previously when 
building the models. This is the case with regard to the second stage data transfers (T3 and 
T4) which occur between the same parties (clinicians/clinical institutions as providers, CHIC 
as the intermediary, modelers as users), and for very similar purposes (continuing 
development of the models) as the use of securely de-identified retrospective clinical data 
during the model building phase. Nonetheless, it is apparent that some modifications will also 
be required, not least to cover the transfers (T1 and T2) of identifiable (pseudonymised) 
patient data between clinicians and the CHIC infrastructure.  

Below we describe the key changes to the respective contracts (as opposed to the provisions 
of the analogous first iteration contracts) for them to operate as part of the second iteration 
data protection framework. The existing (first iteration) contracts will remain in force until the 
end of the CHIC project in March 2017, after which the modified second iteration agreements 
would govern the further validation and exploitation process. However, the modified contract 
between the clinician and CHIC infrastructure has been drafted also to cover possible clinical 
validation of models that begins before then, assuming the required patient consent and 
other approvals are obtained. Particularly here there are (compared to with the earlier CHIC 
data provider agreement governing provision of clinical data to the project) some key 
changes. 

 

4.4.1 CHIC Clinical User Agreements 

As just mentioned, the most significant changes will be required to the agreement between 
the clinical providers of patient data and the CHIC infrastructure: this reflects that the 
clinicians will at this stage would provide prospective patient data, and indeed also now be 
using it to validate the models; moreover the data itself (inside the CHIC infrastructure) will 
remain accessible to them in identifiable personal form. At this point, the clinical providers 
would indeed retain a large measure of control over the way the data is processed (by 
choosing the model to run, populating the model with the patient data, and viewing the 
executed model outcome. At a conceptual level, this may also seem to provide an argument 
for regarding the CHIC infrastructure as simply a ódata processorô for the purposes of EU 
data protection legislation,14 acting pursuant to the choices and purposes of the clinicians (as 

                                                      
12

 See [acgt.ercim.eu/]; and [www.p-medicine.eu/]. 
13

 Deliverable D4.3.1, section 4.3. 
14

 Under Directive 95/46/EC, Article 2 (e). 
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data controllers). Thus, the defining elements in the controller-processor relationship are that 
the controller assumes overall responsibility for the processing occurring, and also that it 
determines the purpose of the processing.15

 The better view, though, is that both parties act 
as joint data controllers with regard to the operations performed on the data. This reflects 
their underlying common purpose to work towards model validation. Indeed, as a further 
aspect of this, the CRAF platform will also collect metadata (which the clinician himself will 
not see) that records the way the clinician deployed a given model; the reason for this is to 
provide information for later ï in strictly de-identified form ï by the modelers when refining 
the models.  

In the light of the above, besides changes to the preamble to describe the data processing 
planned at this stage in validating the models, a number of new clauses are included. These, 
inter alia, detail further obligations on the clinical partners (in subclauses of Clause 3) in 
terms of having obtained patient consent and other required regulatory approvals16 to carry 
out the validation, as well as the duty to exercise care and implement safeguards when 
processing the data. Changes are also made in Clause 4 to the obligations of the CDP (or 
future administrator of the CHIC infrastructure), in particular to implement the technical and 
organisational measures necessary to secure a strict separation between the patient data in 
the clinical data and in silico trial repositories (accessed and used by the clinicians in single-
pseudonymised form) and the securely de-identified data in the research domain (accessed 
and used by the modelers). In this regard the personal data should be deleted from the CHIC 
infrastructure as soon as the clinician has finished using it.  

A further issue concerns the metadata generated by the CHIC system for use by the 
modellers. Here, in view of the separate patient consent required to allow processing of the 
de-identified patient data (discussed in part 4.3.1 above), a requirement is imposed on the 
CHIC administrator to check that such consent has been provided before making the 
associated metadata available to the modelers. A final point concerns the potential parties to 
the agreement. Thus, whereas the earlier agreement was between the CHIC clinical partners 
and the CHIC infrastructure (represented by the CDP), the new agreement is designed so 
that it may also be entered into by external third party clinical institutions that are interested 
in testing and helping to validate the CHIC models. As regards the other party, during the 
lifetime of the project this would, as before, be the CDP acting on behalf of the CHIC 
consortium. However, the agreement is flexible in this regard, by referring to the party as the 
CDP/CHIC administrator. This caters for the point that for exploitation purposes after the end 
of the project, another legal entity, either an existing partner of the project or a third party that 
acquires the CHIC infrastructure could take over this role. This model agreement is 
appended to the present Deliverable in Appendix 3. 

 

4.4.2 CHIC End User Agreements 

As part of the CHIC first iteration data protection framework, end user contracts were 
concluded between the partners ï in particular the modelers - using clinical data in the CHIC 
project and the CDP. These contracts provide for the protection and security of the data that 
the users need to access and process to carry out their work in the project. Thus, while the 
CDP is responsible for ensuring state of the art technical security of the data within the CHIC 
infrastructure (an obligation, which as noted above, it has subcontracted to a data security 
expert, Custodix), the data users for their part must ensure that appropriate technical and 
organisational measures are implemented within their own processing environment. They are 
also prohibited from disclosing any clinical data to parties outside the project, or from 
engaging in steps, such as matching of data sets, that could potentially identify individual 
patients from the data. To ensure strict compliance, the liabilities under data protection laws 

                                                      
15

 See the Article 29 Working Party, Opinion 1/2010, p. 15. 
16

 As to these, see part 4.3 above. 
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for negligent violation of these obligations are adverted to, and an indemnity from a party in 
breach required to the benefit of other project partners. In addition, a penalty clause is 
proposed in the agreement that foresees a set amount of liquidated damages that the party 
may be required to pay to the consortium in such circumstances. 

With reference to the stage of clinically validating the models, which is the subject of the 
second iteration data protection framework, these agreements will continue to govern the 
duties and liabilities of the modelling partners until the expiry of the project, when the 
agreements also terminate. This reflects the point that, for the modelers, there is no material 
change in position, in particular in the nature of the data they access and use, over the 
previous model-building phase, involving the processing of securely de-identified 
retrospective clinical datasets. Thus, as described in part 4.1, they will access and use data 
from the research domain to help them adapt and refine the performance of the models. The 
data in question comprises the outcome predicted for a given (securely de-identified) patient 
and the actual outcome observed by the clinician, plus (securely de-identified metadata as to 
the way the clinician executed the model). The data protection and security obligations of the 
modelers when handling this data are of a piece with their obligations in respect of the 
retrospective clinical data, as addressed in the existing data user agreements. 

Post the expiry of the project, a new set of contracts will be required to cover ongoing 
processing by the modellers of this nature. Here the other party to the contract will be the 
legal entity that succeeds the CDP as data protection coordinator and administrator of the 
infrastructure. Whereas during the lifetime of the project the modelers have been limited to 
partners within the CHIC project, these agreements will also allow for the potential 
involvement of third party modelers, who wish their models to be tested by clinicians (and 
receive performance feedback data) via the CHIC infrastructure. A model CHIC end user 
agreement drafted for this purpose is appended as Appendix 4. 

 

4.4.3 CHIC Data Security Agreement 

In accordance with the first iteration data protection framework, the CDP is responsible for 
the security of data processing within the CHIC project. However, the technical security 
aspects of the framework, have been delegated by the CDP to the security expert partner in 
CHIC (Custodix), and there is a long-standing contractual relationship under which Custodix 
has successfully fulfilled the same function in respect of other projects (including ACGT and 
P-medicine). In the first iteration framework, the relevant respective obligations of the CDP 
and Custodix have been governed by the TTP agreement, which sets out the conditions and 
obligations under which Custodix will deploy state of the art security measures to protect the 
CHIC infrastructure, and also act as a trusted third party (TTP). The latter role reflects the 
fact that all clinical data transferred to the CHIC infrastructure in model development phase 
was subject to secure de-identification, including a second pseudonymisation17 by Custodix 
using dedicated state of the art pseudonymisation software (CAT), in which the initial data 
providerôs pseudonym is replaced by a second pseudonym. At the same time, Custodix as 
the TTP has retained a key (linking the first and second pseudonymisation codes) to allow in 
exceptional circumstances for re-identifying a given patient, in particular if the project 
generates new information of specific importance for that patientôs treatment.  

In the context of the validation of the models where the clinicians executing the models will 
process data in single-pseudonymised form and know who the relevant patients (in their 
care) for whom the model provides a given prediction, this trusted third party function will not 
be required. However, at the subsequent stage, when modelers utilise the data in the same 
securely de-identified form as earlier when building the models, the possibility of their 
uncovering potentially significant information for an individual patient remains. Accordingly, 
the TTP mechanism in the first iteration agreement is duplicated in the second iteration 

                                                      
17

 The first pseudonymisation was carried out by the clinical data provider itself. 
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agreement. Similarly, in other respects it remains essential that the CHIC infrastructure 
continues to incorporate stringent state of the art data security safeguards. As laid down in 
Article 17 of Directive 95/46/EC (and reiterated in Article 32 of the GDPR 2016/679), such 
safeguards need to be proportionate to the sensitivity of the data and risk of harm if a 
security breach occurs. 

In common with the other first iteration agreements, the existing TTP agreement is due to 
terminate when the project expires in March 2017. As regards any clinical model validation 
that might begin prior to this date, it is submitted that the present obligations on Custodix are 
already phrased in a sufficiently flexible way (notably by reference to the above 
proportionality requirement in Article 17) to allow for any necessary adjustments to the 
project security architecture, e.g. to implement separation between the (personal) data in the 
clinical data repository, and the (securely de-identified) data in the research domain. Post the 
expiry of the project, it is evident (unless an entity takes over the CHIC infrastructure, which 
has sufficient in-house data security expertise) that a similar new agreement will be needed. 
Such an agreement (now called the CHIC Data Security Agreement), and between the 
(future) óCHIC Platform Administratorô and the óCHIC Data Security Providerô is appended as 
Appendix 5.  

 

4.4.4 Further regulatory requirements for validation of models 

4.4.4.1 Ethics Committee Approval for Clinician Validation 

As noted in part 4.3 above, the assumption is that, during the CHIC model validation 
process, patients will not be exposed to invasive or burdensome processes that they would 
not otherwise be. This reflects the intention that the models will be deployed as an aspect of 
standard clinical practice ï requiring them to be usable as a clinical information support tool 
by clinicians in possession of the standard kinds of data captured during patient diagnosis. 
However, if in some cases validation will in fact require non-standard procedures, so that 
patients are exposed to additional procedures, then the validation process may be regarded 
as a form of low interventional medical research: in that case, each clinical institution 
engaging in the validation would be required first to apply to its responsible ethics committee 
for prior approval (based on the submission of a CTP, including the model patient consent 
form.18  

Nonetheless, even where the patient is not subject to any additional clinical procedure during 
the model validation, there remains in our view a strong argument that the clinical institution 
should seek the advice and approval of its ethics committee. This is because there is a risk 
that, during the validation process (as described under 4.1 above) a potential risk to the 
patientôs interests may arise. This is that, through knowing the prediction of the model as to 
what the treatment outcome for the patient may be, the clinician may be led into a kind of 
observer bias in interpreting the patientôs data and/or be unconsciously disposed to take 
treatment decisions on that basis. Admittedly, clinicians, as trained professionals, may be 
expected to guard themselves against such risks. Nonetheless, without detailed knowledge 
of the context in which a clinician will be deploying the model in a specific case, such a risk 
cannot be excluded a priori. This is the more so, given that what is at issue is a form of 
observational research, where patient data is processed not directly for use in the patientôs 
care (the standard therapy is intended to be used, regardless of what the model predicts). In 
this regard, the model CHIC clinical user agreement in Appendix 3 contains an obligation on 
the clinical institution to obtain ethics approval before validating the models. 
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  WMA Declaration of Helsinki (2013 revision), articles 22 ff. 
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4.4.4.2 Potential Medical Device Regulatory Approval 

A second question concerns the application of the medical devices regime at the point of 
commencing clinical validation of the models. As examined in Deliverable D4.4 (M36),19 in 
silico models will very likely qualify as a óstand-alone softwareô medical device within the 
definition of the EU Medical Devices Directive 93/42/EC (óMDDô), which regulates the testing, 
certification and post-marketing surveillance requirements in Europe for medical devices for 
human use. As such they would be subject to a set of pre-marketing testing and certification 
requirements, leading to the award of a CE mark as a precondition for being lawfully placed 
on the European market. According to the MDD, Annex X, the evaluation that the device 
satisfies the essential requirements should be based upon óclinical dataô, showing the device 
does not pose undue safety risks to users, and also that it performs in the way the 
manufacturer claims. For the purpose of gaining such, the device may already be used in 
clinical practice as part of a óclinical investigationô without yet bearing a CE mark.20 

At the same time, it remains uncertain in the context of the CHIC model validation at what 
point exactly the observational activities of clinicians, who compare the model predictions 
with what actually occurs following the treatment they choose for their patients, should be 
seen as a such an investigation; as noted in D4.4, the implications of it being so, are that the 
clinicians concerned would come under formal clinical data gathering duties, and their clinics 
would need to institute mechanisms to protect óobserver neutralityô, such as by entrusting 
observations of the real patient to separate clinicians to those aware of the hypermodelôs 
prediction. The details are themselves subject to current reforms to the medical devices 
regime, with changes likely also to the rules on clinical investigations.  

In fact, for the present it is arguable that the sporadic ótest-drivingô of the models by the CHIC 
clinicians, involving observations made with small numbers of patients should not be treated 
as a clinical investigation under the MDD. (By implication, the experience of the clinicians in 
using the models, and their observations concerning the accuracy or otherwise of the models 
would not at this point carry probative force as óclinical dataô for that purpose.) Later, once the 
predictions made by the models are sufficiently precise, proper clinical testing under the 
MDD would then be called for; however, this stage will not be reached in the project lifetime. 

Nonetheless, given the uncertainty noted above regarding the application of the MDD on this 
point (requiring a fact-specific assessment by the relevant MDD regulatory authority) it is our 
view that clinical institutions wishing to test the CHIC models should consult with their 
respective national authorities to check that the latter share the view that what is proposed 
does not yet engage the rules under Article 15 MDD. A requirement to this effect is thus 
included in the model CHIC clinical user agreement. It is also important to note that, 
irrespective of whether the MDD is found to apply, the need for the clinical institution to seek 
the approval of its ethics committee to the validation process (as noted in 4.4.4.1) will remain. 

 

4.4.4.3 Future involvement of Data Protection Authorities under the terms of the new 
General Data Protection Regulation 

As noted earlier, and discussed in more detail in Deliverable D4.4,21 the current Data 
Protection Directive 95/46/EC will be replaced in 2018 by the new General Data Protection 
Regulation 2016/679. This will bring a number of changes to the regulatory landscape that 
governs data processing operations involving sensitive data, including the heath data in 
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 See deliverable D4.4, Whitepaper, Recommendations for an amended European legal framework on patients' 
and researchers' rights and duties in E-health related research, Chapter 5.   

20
 MDD 93/42/EC, Article 15. 

21
 Note 19 supra, Chapter 4, section 3. 
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CHIC. A key new element in this regard is the checking/approval of particular processing 
operations by national supervisory authorities. Thus, under Article 37 projects that utlilise 
large amounts of sensitive data will be required to install a data protection officer to monitor 
data protection compliance. Moreover, it is likely the processing of health data for research 
will qualify as a processing operation of óspecific riskô under Article 35, triggering the need for 
a Data Protection Impact Assessment to consider the risks to data subjects and appropriate 
mitigation strategies; in most cases prior checking will then be required by a supervisory 
authority under Article 36. While these measures do not formally take effect until 28 May 
2018, it will be important for parties concerned with the ongoing validation of the CHIC 
models to be aware of and prepare for these requirements in good time. 
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5. CHIC Data De-Identification Process 

5.1 Introduction 

This chapter focuses on the documentation of the data de-identification process during the 
lifespan of the project, the technical implementation of the de-identification tools used in 
CHIC and the role of the CDP as controlling unit. Due to the sensitive nature of the data 
involved however, it should be noted that this report will not go into granular details of all 
techniques used and will not describe the content of the real data sets.22  

5.2 De-Identification of data sets ï a context related undertaking 

De-Identification is a process by which a data custodian alters or removes identifying 
information from a data set, thereby making it harder for users of the data to determine the 
identities of the data subjects,23 enables sharing of data for research purposes whilst 
mitigating the risks for the concerned individuals.24 Although the scope of application of the 
Data Protection Directive 95/46/EC applies only to personal data, there are different 
approaches in the Member States as to when data can be regarded as anonymous in a legal 
sense.  

De-identification of data sets is not only about erasing or generalizing of (quasi-)identifiers. 
Research has shown how difficult it is to create ñtrulyò anonymous data whilst retaining as 
much information as required for research purposes. Therefore, it is of importance to 
consider the context in which data is processed and the possibility of control to prevent re-
identification. This is to lower the risk of re-identification to a negligible level,25 e.g. by 
introducing measures such as sharing the de-identified data with researchers through a 
secure portal with strict access control and by concluding a data sharing agreement between 
the transferor and the transferee where the transferee commit not to re-identify the data 
subject or perform analysis outside of the agreed research request or give access to the data 
to a third party.26 This has the consequence that depending on the specific context and the 
level of control, different de-identification measures might be needed in order to assess 
whether the risk of re-identification is negligible. For example public data sharing most 
probably does require stricter measures directly applied to the data.27  

In CHIC data is only shared in a secure and shielded environment through a sophisticated 
data protection and data security framework. As discussed in Chapter 4 above, this is also 
being extended in a suitably adapted second iteration to the stage of clinically validating 
models. Key elements of the framework are: 
 

- The two times pseudonymized data is shared with researchers through a secure 
Clinical Data Repository. Download and upload of data is strictly controlled by the 
CDP. 

- Additionally, there are contracts in place which establish legal relationship between 
providers of data and the controlling unit CDP and contracts between the CDP and 
the end-users who want to use the data for research, namely: 

                                                      
22

 The data gathered in CHIC is further described in the CHIC WP3 deliverable D3.1: Report on scenarios and 
data from defined patients. 
23

 {ƛƳǎƻƴ DŀǊŦƛƴƪŜƭΣ ά5Ŝ-LŘŜƴǘƛŦƛŎŀǘƛƻƴ ƻŦ tŜǊǎƻƴŀƭƭȅ LŘŜƴǘƛŦƛŀōƭŜ LƴŦƻǊƳŀǘƛƻƴέΣ 5w!C¢ bL{¢Lw улроΦ 
24

 See Art. 29 WP, Opinion 05/2014 on Anonymization Techniques, adopted on 10.04.2014, p. 3. 
25

 Art. 29 WP, Opinion 4/2007 on the Concept of Personal Data, adopted on 20.06.2007, p. 15.  
26

 Phuse De-Identification Working Group, De-Identification Standard for CDISC SDTM 3.2, version 1.01, 
20.05.2015, http://www.phuse.eu/Data_Transparency_access.aspx, (accessed 15.06.2015), Introduction page; 
Forgó et.al., Ethical and Legal Requirements for Transnational Genetic Research, 2010, pp. 91-112. 
27

 Phuse De-Identification Group, op. cit. 
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i) Data Transfer Agreement: This agreement is concluded between the CDP 

and the healthcare organization/hospital delivering patient data. The 
agreement for example entails an obligation for the transferor to 
pseudonymize the data and to assure the quality of pseudonymisation by 
implementing the Custodix Anonymisation Tool (CATS) or any other state of 
the art pseudonymisation tool recommended or accepted by the CDP; and 

ii) Contract on Data Protection and Data Security within CHIC: This 
agreement is concluded between the CDP and all end-users of CHIC doing 
research on the provided data. It entails several obligations for the 
transferees, such as not to re-identify data sets, not to disclose data to any 
other person unless in pursuit of their duties as detailed in the contract 
underpinned by a penalty clause.28 

5.3 Role of standards 

While national legislation in Europe does not provide any specific requirements for effective 
anonymization, there are a number of guidelines available from public and private institutions 
which can assist data controllers in their de-identification tasks, such as: 

- Art. 29 Working Party, Opinion 05/2014 on Anonymization Techniques;29 
- ICO, Anonymization: Managing Data Protection Risk Code of Practice;30 
- ISO/TS 2537, Health Informatics ï Pseudonymization; 
- Phuse De-Identification Working Group, De-Identification Standard for CDISC SDTM 

3.2;31 
- TransCelerate Biopharma Inc., Data de-identification and Anonymization of Individual 

Patient Data in Clinical Studies ï A Model Approach;32 
- NIST, De-Identification of Personally Identifiable Information33 
- A De-Identification Strategy Used for Sharing One Data Providerôs Oncology Trials 

Data through the Project Data Sphere ® Repository;34 
- Novartis Global Data Anonymization Standards;35 
- HITRUST De-Identification Framework.36 

Though these standards can provide valuable assistance for de-identification of data sets, it 
however remains the responsibility of the data controller to ensure the anonymous state of 
the data. This means that a constant review of the techniques is required in order to keep the 
anonymization up to date using a state of the art.  

                                                      
28

 For further discussion and a draft of these contracts, see part 4.4 above and Appendices 3-5 below. 
29

 Art. 29 Working Party, Opinion 05/2014 on Anonymization Techniques, adopted on 10.04.2014. 
30

 ICO, Anonymization: Managing Data Protection Risk Code of Practice, November 2012, 
https://ico.org.uk/media/1061/anonymisation-code.pdf (accessed 15.06.2015). 
31

 Phuse De-Identification Working Group, De-Identification Standard for CDISC SDTM 3.2, op. cit. 
32

 TransCelerate Biopharma Inc., Data de-identification and Anonymization of Individual Patient Data in Clinical 
Studies ς A Model Approach, https://www.transceleratebiopharmainc.com/wp-
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5.4. De-Identification approach in CHIC 

5.4.1 CHIC data de-identification flow 

Within CHIC data is de-identified through a first round done at the client by the data source 
and a second by the Custodixô Pseudonymization Services. 

By contract, it is the responsibility of a data provider to de-identify a data set (first round) 
before exporting it to the CHIC research domain. The data uploader can use any existing 
data de-identification tool. CHIC provides a default implementation with the Data Upload Tool 
and the CATS (Custodix Anonymisation Tool Services). 

The CATS server, hosted by Custodix, is responsible for the second de-identification round. 
This service will encrypt the patient pseudonyms with a key held by a Trusted Third Party so 
that reversal and re-identification is not possible without the Trusted Third Partyôs 
intervention. 

When the data provider makes use of the default CHIC de-identification tools, the CDP 
(Centre of Data Protection) operatives will use their privacy expertise to assist the data 
source in defining in their datasets the identifiers, quasi-identifiers and sensitive fields. The 
CDP will also suggest the transformations to perform and how to configure these for those 
mapped fields in a privacy profile executable by CATS.  

Through the CHIC Upload Tool (developed by FORTH) and CATS, these data files are then 
de-identified by executing the previously defined privacy profiles and uploaded to the CHIC 
de-identification service for a second de-identification round. 

Before a dataset can be actually imported in to the clinical data repository, it is the CDPôs 
responsibility to validate the dataset and ascertain that the file has indeed been sufficiently 
de-identified. If rejected, the CDP will either contact the data source or Custodix (responsible 
for the second de-identification round) so that corrections be made and resubmit the data for 
approval. Once approved, the data can be released to the CHIC clinical data repository. 

5.4.2 Using Syntactic De-Identification Techniques 

As a result of the needs of the project, syntactic de-identification techniques have been used. 
These techniques attempt to de-identify a dataset by performing transformations on a data 
set based on field types. 

For each dataset we started by defining the identifiers, quasi-identifiers and sensitive fields 
(or attributes)37. 

¶ Direct Identifiers are fields that clearly and uniquely identify individuals (such as 
patient number, social security number, address, name) 

¶ Quasi-identifiers are fields whose values when combined, linked with other records, 
public information or background knowledge can with a high probability identify an 
individual (e.g. zip-code, birthdate, gender, weight, length, race, specific findings, 
adverse events) 

¶ Sensitive fields are those fields that in case of a breach and re-identification would 
harm the patient in terms of self-esteem, loss of income (disease diagnosis, salary 
é), insurability, employability or reputation38. 

Once fields have been marked, operations (or transformations) to be performed on these 
fields are defined.  

                                                      
37

 Ninghui Li, Tiancheng Li, Suresh Venkatasubramanian. t-Closeness: Privacy Beyond k-Anonymity and l-
Diversity. ICDE,  IEEE 2007, pp. 106-115. 
38

 See e.g. Phuse De-Identification Working Group, De-Identification Standard for CDISC SDTM 3.2, version 1.01, 
op. cit., Definitions page. 
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Figure 2 Syntactic de-identification 

This results in a privacy profile which defines how a given file should be de-identified. After 
execution of the profile the de-identified data should be validated on: 

1. the re-identification risk; whether the chance of re-identifying a record is sufficiently 
low and meets a predefined threshold. 

2. its utility; whether the data is still useful for the researchers to do their analysis. 

If the data does not satisfy this validation, the procedure is repeated, until the de-
identification is satisfied. Once validated and approved the data can be released. 

5.4.2.1 Direct identifiers 

Direct identifiers directly identify an individual and usually do not contain any useful 
information. These are suppressed and possibly replaced by either a random (anonymous) 
identifier or pseudonym.  When using random identifiers subjects from different datasets 
cannot be associated anymore to each other. Pseudonyms either calculated from the 
identifiers or randomly generated and stored in a linking table, allow subjects from different 
datasets to be linked to each other and to be re-identified by the owner of the calculation key 
or linking table. Using a pseudonym ï although re-identification is in principle possible ï does 
not prevent to have an anonymized data set if certain circumstances are given such as for 
CHIC. The CHIC security framework where data is also pseudonymized, keeps the risk of re-
identification to such a negligible level that the data within that framework can be regarded as 
anonymous in a legal sense. 

5.4.2.2. Quasi-identifiers 

Quasi-identifiers, although not directly identifying by themselves, can be used to identify an 
individual when combined with each other, linked to other public records or background 
knowledge. Therefore to avoid the disclosure of sensitive information, these quasi-identifiers 
are also de-identified within our framework. Quasi-identifiers such as weight or age generally 
contain information important for analysis. When transforming the quasi-identifiers a right 
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balance should be found in limiting disclosure risk while maximising the usefulness of the 
data. For this, different transformation techniques exist: 

¶ Through generalisation39, 40 the values of a given field are substituted with more 
general values. Generalisation models data in generalisation hierarchies where the 
leaves are the actual values of the field. By moving to a higher level the precision of a 
value is reduced. A de-identification algorithm needs to deal with this hierarchical 
nature of such fields.  

¶ Suppression41 removes data. It can be applied at the level of a row by removing a 
whole record, at the level of a field by clearing all values of an attribute or at the level 
of a cell by removing the value for a specific field and record. 

¶ Global recoding aggregates the values of a field causing several values of that field 
to be collapsed into a single one. 

¶ Post-randomisation Method (PRAM) protects categorical attributes (e.g., blood 
type) from disclosure. It uses a known probability mechanisms, the values of a 
categorical attribute are changed to a new values, which may or may not be different 
from the original. It basically deliberately misclassifies a field, wherefore it will be 
difficult to identify records (with certainty) as corresponding to certain individuals. 
Since the probability mechanism is known, characteristics of the true data can still be 
estimated from the de-identified data. 

¶ Microaggregation42 aggregates records into groups. Instead of releasing the actual 
values of sensitive attributes, the mean of the group to which the observation belongs 
is released. The confidentiality of individual data subjects is protected by ensuring 
that each group has at least a minimum number of observations.  

¶ Top- and bottom coding are particular global recoding techniques. Top coding on 
numerical fields groups together all top values. It sets an upper limit on all values of 
that field. Bottom coding groups together all bottom values. 

¶ Slicing43 partitions data vertically into groups of correlated fields. It then horizontally 
partitions the data into groups of records. Within each group of records, the rows in 
each field are randomly permutated to hide the linking between the different fields. 
Generalisation is in addition often applied. 

Other, lesser discussed, techniques exist such as adding-noise, data-swapping (specific for 
categorical data) and re-sampling (specific for numerical data). 

5.4.3 Overview of CHIC de-identified datasets 

During the existing period to date of CHIC, several datasets from multiple partners (in diverse 
formats) have been successfully de-identified and approved for sharing (see Table A for an 
overview). 

 

 

                                                      
39

 Kristen LeFevre, David J. DeWitt, Raghu Ramakrishnan. Incognito: Efficient FullDomain KAnonymity, 2005. 
40

 Xiaoxun Sun, Min Li, Hua Wang, Ashley Plank. An efficient hash-based algorithm for minimal k-anonymity, 
2008. 
41

 V. Ciriani, S. De Capitani di Vimercati, S. Foresti, and P. Samarati. k-Anonymity 
42

 Stephen Lee Hansen, Sumitra Mukherjee.A Polynomial Algorithm for Optimal Microaggregation, 2003 
43

 Tiancheng Li, Ninghui Li, Jian Zhang, Ian Molloy, Slicing: A new approach to privacy preserving data 
publishing. 2009 
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Instituti
on 

Kind of data Data 
format 

# 
patie
nts 

# data Status 

USAAR Nephroblas 
toma 
Initial 
Dataset 

CDISC 
ODM 
XML, 
DICOM, 
CSV, 
miRNA 
(miniml) 

86 Clinical data (+/- 40 fields) 

DICOM data on 21 patients (+/- 1600 files, 
500 mb) 

miRNA data on 66 patients 

 

Shared 

Shared 
 

Shared 

USAAR Nephroblas 
toma 
Validation 
Dataset 

CDISC 
ODM 
XML, 
DICOM, 
CSV, 
miRNA 
(miniml) 

61 Imaging, miRNA and clinical data. (+/- 70GB 
of DICOM data) 

October 2016 

USAAR Lung CSV, 

DICOM, 

miRNA 
(miniml) 

100 Clinical data 

DICOM data on +/- 48 patients for a total of 
+/- 47000 DICOM series/sets (64GB) 

miRNA data on +/- 20 patients 

Shared 

Shared 
 

Shared 

KUL Glioblastoma 
Initial 
Dataset 

CDISC 
ODM 
XML, 
DICOM, 
CSV 

82 +/- 200 data fields per patient, 10 CRFs (eg. 
blood counts, questionnaires, vaccination, 
radiology, chemotherapy, medication) 

3 to 21 time points per patient for a total of 
+/- 780.000 files with +/- 7000 DICOM 
series/sets (31 GB) 

Serum data (6 parameters over 4 time points)  

PBMC (12-13 parameters over 4 time points)  

Pathologies  

Shared 
 
 

Shared 
 
 

Shared 

End of 2016 

End of 2016 

KUL Glioblastoma 
Validation 
Dataset 

DICOM, 
CSV 

52 +/- 36 data fields per patient 

3 to 21 time points per patient for a total of 
+/- 500.000 files with +/- 4500 DICOM 
series/sets (20 GB) 
 

Serum data (6 parameters over 4 time points) 

PBMC (12-13 parameters over 4 time points)  

Pathologies  

Shared 

DICOM 
expected 4

th
 

quarter of 
2016 

Shared  

End of 2016 

End of 2016 

UNITO Prostate CSV, 
miRNA 

1161 1161 patients with complete follow-up over 5 
years. 

+/- 25 relevant fields per patient 

miRNA available for 10 patients 

Expected 4
th
 

quarter of 
2016 
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Table A: Overview of de-identified, approved and shared datasets
44

 

 

5.4.4 CHIC Data de-identification process 

Through a sample clinical tabular data file (such as CSV) this section will explain the CHIC 
data de-identification process. 

The data upload and de-identification process is initiated by the physician who wants to 
upload a clinical data file to the CHIC clinical data repository for research purposes. 

 

Hospital 
Identifier 

Name Birthday Gender Length Weight Date of 
Diagnosis 

Diagnosis 

        

        

Figure 1: Example Clinical Data Table 

 

In collaboration with a privacy expert from the Centre of Data Protection the clinician starts 
by identifying the direct identifiers, quasi identifiers and sensitive fields in the dataset. 

k 

Identifiers Quasi Identifiers  Sensitive 
Data 

Hospital 
Identifier 

Name Birthday Gender Length Weight Date of 
Diagnosis 

Diagnosis 

        

        

Figure 2: Example Clinical Data: field types marked 

Once all fields have been typed, the clinician (again in collaboration with a privacy expert 
from the Centre of Data Protection) defines the transformation to be performed: 

¶ Replace the hospital identifier by a reversible pseudonym and clear all other direct 

identifiers. 

¶ Randomise the day of birth by shifting it with a different random interval for each patient. All 

other dates belonging to the same patient should be shifted accordingly to retain the time 

interval. 

¶ Top and bottom code length and weight to remove outliners. 

 

                                                      
44

 As this is a public deliverable, for privacy reasons we cannot go into details on the processed data. 
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Identifiers Quasi Identifiers  Sensitive 
Data 

Pseudonymize Suppress Shift  Top & 
Bottom 
Code 

Top & 
Bottom 
Code 

Shift  

Hospital 
Identifier 

Name Birthd
ay 

Gender Length Weight Date of 
Diagnosis 

Diagnosi
s 

        

        

Figure 3 Example Clinical Data: field types marked 

After the de-identification strategy has been defined, a CATS privacy profile is created on 
CATS so that the CHIC Upload Tool can automatically de-identify the data during the upload 
process. 

In CATS, field typing and transformation definition is done by mapping fields to variables, by 
optionally assigning a privacy type and by finally defining operations on the variables. 

 

 

Figure 4 Example of CATS field mapping of Clinical Data 

 

 

Figure 5 Example of CATS transformation definition of Clinical Data 
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Figure 6 Randomise Patient ID and store it in local linking table 

 

 

Figure 7 Clear all other unmodified identifiers 
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Figure 8 Replace date of birth by a new random date between 1900 and 1905 (shift) 

 

Figure 9 Shift all other dates of the same patient with same shift interval 

 

Once created this privacy profile is uploaded to the CATS privacy profile store and mapped 
to the data file through media type and CSV header names.  



Grant Agreement no. 600841:  D4.3.2 Development of the data protection and 
copyright framework for CHIC second iteration 

Page 29 of 108 

 

Figure 10 Privacy Profile Configuration on CATS 

 

In addition to the sourceôs profile, Custodix created a profile for the second 
pseudonymization round on CATS. This profile is similar to the source profile but will encrypt 
the pseudonyms created at the source so that it cannot be reversed anymore without access 
to the encryption key held by the TTP. 

Once all privacy profiles have been created, the clinican can go ahead with the data upload 
through the CHIC Upload Tool which will download the previously defined privacy profiles, 
de-identify the data file and upload it to the CHIC pseudonymization service (CATS) for the 
second pseudonymization round. Once fully processed, the file is held on CATS for 
verification and validation by a CDP operative. 

The CDPôs evaluation of data file is based on three approaches. 

¶ Verification of the syntactic de-identification performed (this is the privacy profiles 

created by the clinician (first round) and Custodix (second round). 

¶ Manual viewing of the de-identified dataset.  

¶ Perform some automatic validation algorithms such as 

o Group size calculation based on the quasi-identifiers (k-anonymity45) 

o Risk calculation 

At this stage, the CDP describes in its evaluation whether relevant identifiers have been de-
identified, and assess the risk of unauthorised re-identification. A decision could then be 
reached on the release of the data and subsequent upload to the clinical data repository. 
Where there are issues with the data, the CDP could refuse to release it until appropriate 
actions are taken to remedy the issues and/or reprocess the data. 

 

                                                      
45

 Khaled El Emam and Fida Kamal Dankar. Protecting Privacy Using k-Anonymity, 2008. 
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5.5 Custodix Anonymisation Tool Services (CATS) 

5.5.1 Custodix PseudoEngine 

The Custodix Pseudonymization Engine (Pseudo Engine) is implemented as a layered 
model. At the core, the Pseudo Engine Core implements the pseudonymization language, 
the privacy profiles and support for input and output data values. Around the core various 
extensions provide extra functionality to the pseudonymization engine such as privacy and 
transformation functions, data input and output stream (this allows the processing of data 
files) and data mapping capabilities for e.g. XML, CSV and DICOM. The wrappers finally 
provide a graphical user interface, management and execution capabilities to the engine. 

 

 

Figure 11 Pseudo Engine Model 

 

5.5.1.1 Core PseudoEngine 

The core pseudonymization engine takes as input a set of named variables and a privacy 
profile which defines how those variables should be processed. The output of the executed 
profile is a set of values. 
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Figure 12 Pseudo Engine Core 

5.5.1.2 PseudoEngine Data Mapping Extension 

The data mapping extension extends the core functionality with support for streams both as 
input and output. A privacy profile now doesnôt just define transformations on variables, but it 
also defines a mapping from the stream to named variables.  

When executing a privacy profile on a data stream, the stream will be read in, parsed into 
variables and transformations applied on them. Once all transformations have been applied 
the variables are again outputted as a data stream. Supported stream types are for example 
CVS, XML, DICOM. 

5.5.1.3 PseudoEngine Data Mapping Extension 

The data mapping extension extends the core functionality with support for streams both as 
input and output. A privacy profile now doesnôt just define transformations on variables, but it 
also defines a mapping from the stream to named variables.  

When executing a privacy profile on a data stream, the stream will be read in, parsed into 
variables and transformations applied on them. Once all transformations have been applied 
the variables are again outputted as a data stream. Supported stream types are for example 
CVS, XML, DICOM. 
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Figure 13  Data stream processing 

 

5.5.1.4 PseudoEngine Function and Crypto Extension 

The pseudo engine function extension provides implementation for various data 
transformation functions such as suppression, date generation, date randomisation (shifting 
over a random internal fixed for each patient), secure hashing and encryption. 

5.5.1.5 Custodix Anonymisation Tool (CAT) 

CAT is a pseudonymization engine wrapper that can be used for creating and testing simple 
privacy profiles. Cat is implemented as an eclipse-based client application. Privacy profiles 
created with CAT can then be used by other wrappers, such as command & upload tool, to process 
actual data files. 

 

Figure 14 CAT Workbench Privacy Profile Creation 
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5.5.1.6 Custodix Anonymisation Tool Services (CATS) 

The CATS wrapper is a service oriented evolution of CAT. CATS can be used to 
create/manage privacy profiles and to execute those profiles on data files. To accept files for 
processing and delivery of the de-identified result files, CATS provides various input and 
output interfaces such as web, SOAP and REST web services, sftp, email, file system, 
DICOM server.  

 

Figure 15 CATS uploaded/processed file overview 

 

CATS processes files by selecting a correct privacy profile from its profile store and then executing 
that privacy profile on uploaded data through an embedded pseudonymization engine.  

 

Figure 16 CATS Profile Editor 

5.5.1.6.1 CHIC Upload Tool 

The CHIC Upload Tool is an engine wrapper (with embedded pseudonymization engine for 
client side de-identification) through which a source can pseudonymize a data file and upload 
it through the CHIC pseudonymization services (CATS) into the CHIC clinical data repository. 










































































































